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ABSTRACT

As the most pervasive epigenetic mark present on
mRNA and lncRNA, N6-methyladenosine (m6A) RNA
methylation regulates all stages of RNA life in vari-
ous biological processes and disease mechanisms.
Computational methods for deciphering RNA modifi-
cation have achieved great success in recent years;
nevertheless, their potential remains underexploited.
One reason for this is that existing models usually
consider only the sequence of transcripts, ignor-
ing the various regions (or geography) of transcripts
such as 3′UTR and intron, where the epigenetic mark
forms and functions. Here, we developed three sim-
ple yet powerful encoding schemes for transcripts
to capture the submolecular geographic informa-
tion of RNA, which is largely independent from se-
quences. We show that m6A prediction models based
on geographic information alone can achieve com-
parable performances to classic sequence-based
methods. Importantly, geographic information sub-
stantially enhances the accuracy of sequence-based
models, enables isoform- and tissue-specific pre-
diction of m6A sites, and improves m6A signal de-
tection from direct RNA sequencing data. The geo-
graphic encoding schemes we developed have ex-
hibited strong interpretability, and are applicable to
not only m6A but also N1-methyladenosine (m1A),

and can serve as a general and effective comple-
ment to the widely used sequence encoding schemes
in deep learning applications concerning RNA tran-
scripts.

INTRODUCTION

Post-transcriptional RNA modifications expand RNA
molecule’s functional and structural diversity (1) and reg-
ulate its metabolism at all stages of RNA life (2–5). More
than 100 different post-transcriptional RNA modifications
have been identified in all three kingdoms of life (6). Among
them, N6-methyladenosine (m6A) is the most common
modification in eukaryotic mRNA and lncRNA (7). m6A
occurs on nascent pre-mRNA (8), modulating its trans-
lation (9,10) and is involved in many essential biological
processes, such as differentiation from naı̈ve pluripotency
(11,12), circadian clock (13), and the heat shock response
(14). It also plays various roles in disease development and
mechanisms, such as breast tumor (15), gastric cancer (16),
carcinoma (17) and anti-tumor immunity (18). Therefore,
the precise identification of modification sites is of crucial
importance for understanding the functional and regula-
tory circuitry of RNA.

Thanks to advances in high-throughput sequencing, a
number of experimental approaches have been developed
to profile the entire epitranscriptome (19). Among them,
MeRIP-seq (or m6A-seq) (20,21) is the first method to de-
tect transcriptome-wide m6A RNA methylation, and tech-
nically can be viewed as a marriage of RNA-seq and ChIP-
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seq, where the fragmented RNAs are first immunoprecip-
itated by anti-m6A antibody, and then purified and se-
quenced for the detection of m6A signals.

Since experimental approaches for studying RNA modi-
fication are expensive and laborious, in silico methods have
drawn increasing attention as an alternative avenue and
have achieved great success in recent years. To date, more
than 100 different approaches (22–26) have been estab-
lished for computational prediction of RNA modification
sites, including most notably, the iRNA toolkit (27–36),
SRAMP (37), WHISTLE (38), Gene2vec (39), PEA (40),
DeepPromise (25), MASS (41), m6Aboost (42), MultiRM
(43), DeepAc4C (44), WeakRM (45), PULSE (46), NmRF
(47), etc. Among them, the iRNA toolkit (27–36) developed
primarily by Chen, Lin and Chou is the earliest as well as the
most versatile toolkit, supporting multiple RNA modifica-
tion types based on RNA primary sequences and has been
widely recognized as the gold standard for benchmarking
the accuracy of different RNA modification prediction ap-
proaches. By taking advantage of various state-of-the-art
machine learning and deep learning techniques, the previ-
ous work has greatly advanced our understanding of the
localization and sequence characteristics of multiple RNA
modifications under various biological conditions and in
different organisms.

Existing approaches for RNA modification site predic-
tion are mostly based on the primary sequences only. This
is not surprising given that the primary sequences of DNA,
RNA, and protein convey the most fundamental infor-
mation of the biomolecules and have been predominantly
used as the primary information source for existing ma-
chine learning tools in biosciences. There exist a large num-
ber of sequence-based methods to address various life sci-
ence challenges, such as the prediction of biological func-
tions and structures (48–51). Meanwhile, many tools have
been developed to facilitate feature extraction and ma-
chine learning modeling of the primary sequences, such as
bioSeq-Analysis (52), PyFeat (53) and PseKRAAC (54).
These tools have achieved enormous success, especially for
obtaining insights under biological contexts not adequately
explored by wet-experimental approaches. However, limited
by the computational resources available to handle large
datasets and the capability of deep learning models, in many
cases only a local fraction rather than the entire transcript
is used for prediction tasks, and a substantial amount of in-
formation is therefore discarded in the process. Although
the distant sequences discarded from the analysis could,
in theory, contain useful information as well, that infor-
mation can not be effectively extracted with current ma-
chine learning models. In the problem of RNA modifica-
tion site prediction (55), conventional machine learning al-
gorithms typically consider only a local RNA fragment of
20–50-nt (29,32,33) when predicting whether a specific ri-
bonucleotide is modifiable or not. Even though some of
the latest deep learning approaches may take advantage of
up to 2000-nt flanking sequences of the target, that may
still represent a relatively small fragment of the entire RNA
molecule that can be millions of nucleotides long. Not be-
ing able to take advantage of information related to the en-
tire RNA molecule may limit the potential of in silico ap-
proaches.

On a separate note, to supplement sequence informa-
tion, transcript annotation has been used as another infor-
mation source for predicting RNA modifications. This is
natural because both the transcript structure and the rel-
ative position on the transcript are found to be related to
the occurrence and function of RNA sub-molecular events.
For example, the most prevalent RNA modification, N6-
methyladenosine (m6A), is enriched on the last long ex-
ons and 3′UTRs (20,21,56), and can affect alternative splic-
ing (57); the microRNA target sites bounded by Argonaute
(AGO) proteins were shown to be predominantly located in
the CDS and 3′UTR of the target mRNAs but not 5′UTRs
(58). Therefore, encoding the sub-region information (ge-
ography) of the transcript may be useful for deep learn-
ing models applied to RNA transcripts. We previously de-
veloped WHISTLE (38) as a high-accuracy m6A site pre-
dictor, which incorporated 35 genomic features besides the
conventional sequence features, including the transcript re-
gion information, such as the region type (3′UTR, CDS,
5′UTR, etc.) of the target ribonucleotide or whether it is
within an exon with a width >400-nt. Although only 41-nt
long RNA sequences were seen in the WHISTLE method,
its performance is comparable to the state-of-the-art deep
learning models based on thousands of nucleotides of in-
put sequences. Recently, miCLIP2 (42) also considered re-
gion type information in their machine learning model. In
the RNA binding protein (RBP) target prediction problem,
transcript information has been represented as one-hot en-
coded region type features (59,60), e.g. each 50-nt upstream
and downstream relative to the RBP binding site was as-
signed into five types of transcript region: exons, intron,
CDS, 5′UTR and 3′UTR, resulting in 101 × 5 region type
features. More recently, DeepRiPe (61), a deep learning ap-
proach for predicting and interpreting RBP target sites, also
used these region-type indicators and considered a 250-nt
window as a suitable range. However, these approaches may
suffer from the following limitations. Although the region
features defined in WHISTLE enabled significant improve-
ment in the prediction performance, they cannot effectively
capture the relative positional information with respect to
the long-range region boundaries, e.g. exon/intron junc-
tions and stop codons. Additionally, 35 genomic features
were independently defined, and a uniform logic is unavail-
able for the automatic extension of the framework to other
more general regional annotations. The widely used one-hot
encoding of the region type features within a fixed-length
window typically results in an incomplete landscape of the
local transcript structure. Furthermore, the region type fea-
ture matrix contains lots of redundant information in the
form of consecutive identical vectors, suggesting that this
encoding scheme is still crude. In general, it is still an open
question how best to extract the geographic information of
ribonucleotides with respect to the functional sub-regions
of the entire RNA transcript.

In this study, we explored different strategies for en-
coding sub-molecular geographic information of ribonu-
cleotides and developed a tool called geographic represen-
tation of transcript as vectors (Geo2vec), which implements
three novel encoding methods, landmarkTX, gridTX and
chunkTX, as well as the widely used one-hot method. Land-
markTX is a lightweight encoding scheme directly captur-
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ing the position of the target ribonucleotide (or site) relative
to transcript landmarks, e.g. the distances to the two edges
of the exon, coding sequence (CDS), and transcript, respec-
tively. Meanwhile, gridTX and chunkTX are designed to de-
scribe the landscape of the entire transcript through grids
(of equal widths) or regions (with unequal width), respec-
tively. The novelty of the newly proposed Geo2vec method
relates to the following three aspects. First, compared to the
local contextual information captured by existing one-hot
encoded region type features, Geo2vec retains more tran-
script structure with lighter weight (landmarkTX has only
6 features, and chunkTX has only 245 features). Geo2vec
not only captures the complete landscape of transcripts but
also makes the model aware of the relationship between the
target site (ribonucleotide of interest) and the region bound-
aries. Second, although the transcript encoding constructed
by Geo2vec is at a single transcript level, it allows us to deal
with isoform ambiguity of RNA by encoding each isoform
transcript as a separate feature matrix and then pooling all
the isoforms together in the deep neural networks. Third, re-
cent advances in deep learning model interpretation meth-
ods allow us to explore the contribution of each input fea-
ture after obtaining a well-trained neural network model.
The interpretation of Geo2vec descriptors can provide bio-
logical insights into the relationship between the target and
the transcript landscape. Together, Geo2vec provides gen-
eral, lightweight, more informative, and interpretable sub-
molecular geographic descriptors of transcripts, which are
largely independent from the widely used sequence descrip-
tors.

Using m6A site prediction as a test case, we evaluated
the effects of different geographic encoding schemes. Our
results suggested that the performance of the m6A predic-
tion model based on geographic information alone (AUC
of 0.807) is already comparable to the classic sequence-
based approaches such as MethyRNA (AUC of 0.790)
(62), and incorporating additional geographic information
can substantially enhance the accuracy of the state-of-
the-art sequence-based learning model DeepPromise (25),
with 3.2% higher AUC score and a 3.3% higher improve-
ment in AP (Average Precision) score. Additionally, we
explored the impact of isoform ambiguity on m6A site
prediction and developed an attention-based multiple in-
stance learning framework to fully use the isoform tran-
script information. By combining our previously developed
WeakRM framework (45) and Geo2vec, we constructed
isoform-aware high-accuracy tissue-specific m6A predictors
for 25 human tissues (with mean AUC of 0.893 and mean
AP 0.873). Compared with the sequence-only model, the
AUC is 8% higher, and the AP is 10.7% higher, showing
the importance of distinguishing isoform-specific methy-
lation. Furthermore, the interpretation analysis indicated
that the m6A is enriched within long exons and the 3′-end
exons, which is consistent with existing knowledge. We also
demonstrated its usage in constructing a technically robust
m6A site predictor and detecting m6A signals from Oxford
Nanopore direct RNA sequencing data. Overall, Geo2vec
will be a useful tool for submolecular geographic encoding
of transcripts, providing additional complementary infor-
mation that is largely independent from their sequences and

delivering novel biological insights owing to its strong inter-
pretability.

MATERIALS AND METHODS

Raw data and preprocessing

Four sets of reported m6A sites were used in base-resolution
m6A prediction. The first two datasets, denoted as the
sramp17 benchmark dataset and sramp17 independent test-
ing dataset, were constructed by mapping the coordinates
from the supplementary data of SRAMP (37) to Ensembl
database v79. Only human data from these datasets were
used to evaluate our models, and only the m6A sites that
conform to the DRACH motifs were retained. The m6A
sites were mapped to the longest transcript when there was
isoform ambiguity. Then the positive data in the benchmark
dataset were extracted from randomly selected 80% tran-
scripts. The data from the remaining transcripts were used
to construct the independent testing dataset. According to
existing works, we randomly sampled negative data in the
benchmark dataset to keep the positive-negative ratio as 1:1.
The ratio in the independent testing dataset is 1:10.

We constructed a third dataset for building a more ro-
bust m6A predictor by integrating the majority of currently
available m6A sites detected by various epitranscriptome
profiling technologies, denoted as robust m6A sites. In par-
ticular, we collected 20 datasets generated from 9 different
m6A profiling approaches (Supplementary Table S1), con-
structed technique-specific epitranscriptomes by merging
datasets generated from each technique, and selected those
sites that can be detected by multiple techniques. Based on
permutation analysis and the control of FDR, 1,243 m6A
sites located on 933 genes that can be detected by at least
4 techniques were used to construct a technically robust
benchmark dataset (Supplementary Table S2). The negative
data was sampled from the DRACH motifs on the same
transcripts carrying the positive sites. We excluded sites in-
cluded in the m6A sites collected (i.e. those that were once
identified as modifiable).

To evaluate Geo2vec on m6A signal detection from direct
RNA sequencing, we downloaded HEK293T Nanopore
RNA sequencing data from xPore (63). Since the next-
generation sequencing-based m6A profiling technique
m6ACE-seq (64) was proposed by the same laboratory on
the same cell line, we constructed a fourth dataset using
m6ACE-reported sites as training dataset to maximize con-
cordance between data and labels. A total of 15,871 sites
at DRACH were collected. All other DRACH motifs from
sample transcripts as those sites reported by m6ACE-seq
and not reported as methylated in any study were used
as negative data (n = 234,006). For Nanopore sequencing
data, all three HEK293T wild-type replicates were merged
for use. Raw fast5 files were first basecalled using Guppy
3.1.5 and then resquiggled using Tombo. Inside Tombo,
reads were aligned to the transcriptome with minimap2 (65)
using Ensembl release version 104.

We collected 25 tissue-specific m6A datasets from 8 ex-
isting works, as shown in Supplementary Table S3. The raw
sequencing data were downloaded from NCBI GEO (https:
//www.ncbi.nlm.nih.gov/geo/) (66) and National Genomics
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Data Center (https://ngdc.cncb.ac.cn/) (67). We used Trim
Galore (68) to filter adaptors and low-quality nucleotides
and HISAT2 (69) to align the processed reads to the ref-
erence genome UCSC hg19. Finally, exomePeak2 (70) was
used to detect the m6A enriched regions (peaks) with the de-
fault setting. These called peaks were considered as positive
data (regions with m6A signals). In our training, we further
selected peaks with a width <400-nt and retained the peaks
whose start and end are on exons. The negative data were
randomly selected from non-peak regions of the same tran-
script of positive data. The positive-to-negative ratio was
kept as 1:1. The negative regions were also cropped to match
the peak width of positive data.

We collected the m1A epitranscriptome detected in the
HEK293T cell line reported by four different technologies,
as shown in Supplementary Table S4. The reported m1A
sites were pooled together as positive data, and the negative
sites were generated in the same way as previously described
in the m6A prediction task.

Geographic encoding of RNA transcripts

Of interest here is to faithfully encode the sub-molecular ge-
ographic information of ribonucleotide with respect to the
entire transcript structure, such as 5′UTR, intron, and exon.
Since RNA modification’s functions are intrinsically asso-
ciated with specific RNA regions, taking advantage of this
layer of information should provide novel insights into epi-
transcriptome regulation.

We assumed firstly that the relative positions of the tar-
get site (or the ribonucleotide of interest) with respect to
different transcript regions of RNA are essential attributes
and should be explicitly conveyed through the designed en-
coding scheme. To this end, we developed the first and the
most straightforward encoding method that contains the
above information, namely landmarkTX (Figure 1B). From
local to global, three types of regions related to transcript
structure are considered, including the exon, the coding se-
quence (CDS), and the entire transcript. The landmarkTX
method presents the distance of the target site to six tran-
script landmarks related to three types of regions, i.e. the 5′
and 3′ boundaries of the exon, the CDS, and the entire tran-
script. Each distance has two directions, towards the tran-
script starting site (TSS) and towards the transcript end-
ing site (TES) of RNA. The distance to the exon bound-
ary and to the transcript boundary is always positive. When
the site is located at the 5′UTR or the 3′UTR of a tran-
script (outside the CDS region), a negative sign is assigned
to the distance to the CDS start site or CDS end site, re-
spectively. Such a design has the following two benefits.
The distances in two directions together can locate the rel-
ative position of the site on regions. Meanwhile, the model
can easily learn the length of the corresponding region by
adding the distances in the two directions. With only six fea-
tures, landmarkTX encoding is very lightweight and very
efficient.

While landmarkTX provides a most concise way to en-
code the sub-molecular geography of a ribonucleotide with
respect to three key regions (exon, CDS, and transcript),
methods that can capture the entire transcript are also of in-

terest. Inspired by the one-hot encoded region type features
(Figure 1A), we extend the indicator from single nucleotide
resolution to fragment level (of the same width), named af-
ter gridTX (Figure 1C). For gridTX, the width of the frag-
ments is a hyper-parameter and should be specified for the
descriptor. The rationale behind this design is that, divid-
ing a transcript evenly into a fixed number of fragments en-
sures that the information of all regions is retained in the
same-shaped descriptors for all transcripts despite the dif-
ference in their length (with the width of the fragments ac-
commodating the length difference). For each fragment, the
region type composition is calculated according to the num-
ber of ribonucleotides belonging to a specific region. Five
regions are considered here, including exon, intron, CDS,
5′UTR and 3′UTR. The composition of every fragment is
individually evaluated. When a fragment contains the tar-
get site or a part of the target area, an indicator is added
as a new layer of the descriptor. The model should learn
the local context and the relative position of the target on
the transcript by combining the target indicator and feature
matrix. It may be worth noting that, the one-hot encoded
region type feature may be considered as a special case of
gridTX when the width of each fragment is set to one nu-
cleotide (or the number of fragments is equal to the length
of the transcript).

Unlike gridTX, chunkTX is constructed at the region (of
different width) level and can thus avoid the blurring of the
precise region boundaries and their region type composi-
tion (Figure 1D). Importantly, the length of its output de-
pends only on the complexity (number of exons) of the tran-
script but not its sequence length, which makes it very effi-
cient for describing a large trunk of ribonucleotide with the
same region type. In practice, 729 regions (corresponding
to a feature matrix of 729 × 6) are sufficient to accurately
encode the geography of the most complex human tran-
script of 2 304 640-nt recorded in the Ensembl (71) tran-
scriptome annotation database EnsDb.Hsapiens.v79, com-
pared with the one-hot encoding method that requires a
feature matrix of 5 × 2 million. It is important to note
that chunkTX retains all the information of the entire tran-
script unambiguously and may be viewed as a condensed
version of one-hot encoding with the adjacent repetitive
features merged together. Due to varying exon numbers of
transcripts, to obtain the same shaped geographic features,
the use of chunkTX requires zero-padding for simple tran-
scripts and trimming for very complex transcripts, just as
the widely used one-hot encoding. Additionally, instead of
using the target indicator to give the position of the target
nucleotide, chunkTX aligns the target site (or area) in the
middle of the feature matrix. It is worth mentioning that
when the target ribonucleotide (or the entire target area)
is entirely within a genomic region, the target divides the
mapped region into three sub-regions, and each will be en-
coded independently. For instance, when a base-resolution
m6A site is mapped within an exon, the target site itself is
encoded as a region with a width of 1 and an exon indicator
of 1. Additionally, the left and the right chunks are encoded
as well. In general, chunkTX records the information about
all regions in the transcript, including their width, compo-
sition, and relative order.
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Figure 1. Simple graphical illustrations of the transcript descriptors. (A) RNA transcripts can be encoded by their sequence and geography (region types,
such as 3′UTR, CDS, intron). One-hot encoding of transcript primary sequence and region type, which stacks the one-hot indicator of each nucleotide into
a single feature matrix, has been widely used in machine learning applications concerning RNA. However, one-hot encoded region type features contain
lots of repetitive information, shown as identical columns adjacent to each other, suggesting that the method is still inefficient. Meanwhile, trimming the
sequence for a local fragment is often necessary for model selection purposes, which inevitably discard useful information. (B) The landmarkTX encoding
uses three sets of distances to indicate the relative position of the ribonucleotide of interest on exons, CDSs, and transcripts, which not only indicates its
position on the entire transcript related to key regions but also inexplicitly conveys the width of these regions. (C) The gridTX encoding divides a transcript
into multiple fragments of equal width and returns the composition of each region type within a fragment, the fragment width, and whether a fragment
contains the target ribonucleotide. (D) The chunkTX encoding constructs indicators at the region (with different width) level, with the target site or region
in the center and zero paddings on the short side. It avoids the blurring of precise boundaries of regions and their composition. It also unambiguously
retains the complete geography of the transcript and may be viewed as a condensed version of one-hot encoding after merging adjacent repetitive columns.

Model design

In this work, all Geo2vec encodings, one-hot encoded re-
gion type features, and one-hot encoded sequence features
were generated by our Geo2vec R package. The classi-
cal sequence features (NCP and PseDNC) were generated
through iLearnplus (72). Both machine learning algorithms
and deep learning frameworks were utilized to evaluate the
transcript descriptors developed using Geo2vec. The re-
ported results based on XGBoost model were based on
Python package xgboost 1.4.2 with the default parameters.
All deep learning models were constructed under Tensor-
flow 2.3.2.

The networks used in DeepPromise (25) and DeepRiPe
(61) were reproduced to show the model performances that
are based on sequence features only and a combination of
sequence and region type features. Both sequence and re-
gion type features were represented using one-hot encoding
(e.g. A – [1, 0, 0, 0], C – [0, 1, 0, 0], G – [0, 0, 1, 0], U –
[0, 0, 0, 1]). The network framework used for Geo2vec tran-
script descriptors (gridTX and chunkTX) is shown in Fig-
ure 2B. Two convolutional layers were used to extract fea-
tures, with one max-pooling layer and one dropout layer in
the middle. The number of filters was 64 and 32, and the size

of kernels was 5 and 3. When combining sequence features
and geographic encodings (GepSe), we adopted the multi-
model framework used in DeepRiPe, but replaced the se-
quence module with the network used in DeepPromise and
replaced the region module with the network shown in Fig-
ure 2B. A simplified graphical illustration of the network
architecture and a network parameters table can be found
in Supplementary Figure S1.

As for tissue-specific MeRIP-seq based m6A data, only
coarse-grained labels are available, which means that we
only know whether a peak (genome bin) contains m6A sites
or not, but we do not know which adenosine is modifiable.
We previously developed WeakRM (45), a weakly super-
vised learning framework that takes genome bin data of
various widths as input and learns context-specific RNA
methylation patterns. In our tissue-specific m6A prediction
problem, the instance length was set to 50, and the instance
stride was set to 10. All network parameters and training
settings were consistent with those used in the WeakRM
paper. When using the transcript descriptor (chunkTX) to
assist model learning, we modified the multi-model used in
base-resolution prediction by replacing the sequence mod-
ule with the feature extraction network in WeakRM.
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The above framework can only handle one transcript iso-
form at a time, thus lacking the ability to deal with iso-
form ambiguities. Inspired by multiple instance learning, a
kind of weakly supervised learning, we treat each isoform
as an instance and use an attention mechanism to merge
features learned from all isoforms to obtain the final out-
put. As shown in Figure 3C, each isoform is fed to a tran-
script module for feature extraction. The weights in these
transcript modules are shared. The input sequence is ei-
ther sent to the sequence module when base-resolution m6A
data is available or divided into instances and learned by the
MIL framework when working on genome bin data. The se-
quence feature is then broadcast to the same number of iso-
forms and concatenated with each isoform feature. The con-
catenated features are then fed to an attention layer. Specifi-
cally, two fully connected layers with tanh and sigmoid acti-
vation functions respectively are used to obtain a query vec-
tor for each sequence-isoform complex. Then another fully
connected layer is applied to measure the similarity between
the context vector (key) and the query vector and return an
attention weight for each sequence-isoform complex. The
learned weights are used to merge all the hidden features
and generate the final output.

The read features based network for direct RNA se-
quencing modeling were adapted from DeepSignal (73) and
DeepSignal-plant (74). One-hot encoding of nucleotide,
normalized mean, standard deviation, median, median ab-
solute deviation (MAD), and dwelling time of the signal for
each nucleotide in k-mers centering on the site of interest (k
= 13 by default) were extracted as sequence features. Sam-
pled m signal values with zero paddings for each nucleotide
in k-mers were also used as signal features. For each read,
a geographic feature matrix was generated and truncated
according to the start and end of the read. We followed
m6Anet (Hendra et al. 2021) to sample 20 reads for each
site and used Noisyor function to aggregate read level prob-
ability scores to site-level scores. However, for those labeled
sites that can only be covered by <20 reads, we did not set
a minimum read threshold of 20 but used zero padding so
that our model could also capture low-expression sites. A
simplified graphical illustration of network architecture can
be seen in Figure 6.

The training of the base-resolution m6A predictor, with
random or longest isoform, was conducted using a mini-
batch size of 128 for 20 epochs. When multiple isoforms
were considered, or the genome bin data was used, the num-
ber of epochs was reduced to 1 since the number of in-
puts was inconsistent in the dataset. During training, the
Adam optimizer was used to minimize the binary cross-
entropy loss. All training and evaluation were performed on
1 NVIDIA RTX 2080Ti.

Evaluation scores

We evaluated the tested models using cross-validation. We
used 10-fold for the base-resolution m6A data and 5-fold
for the tissue-specific m6A peak data, because some tissues
have relatively less positive data than the site at the single-
nucleotide level. The predictions for independent datasets
were obtained by averaging the outputs of all 10 cross-
validation models. The model performance was assessed

using the receiver operating characteristic (ROC) curves
and precision-recall (PR) curves, as well as the area under
ROC curves (AUC) and average precision (AP) that is de-
fined by the weighted mean of precision scores under each
threshold (the increase in recall from the previous threshold
is used as weight). Average precision is more appropriate
for the sramp17 independent dataset where the positive-to-
negative ratio is 1:10, because it does not consider the true
negatives, preventing model performance bias due to the
dominance of negative data. In cross-validation, the mean
scores and standard deviations of the evaluation metrics
across folds were reported.

Model interpretation

Shapley additive explanations (SHAP) (75) is used to assess
the contribution of each feature to the model output. SHAP
assigns each feature an importance score using the classical
Shapley values from game theory and its extensions, and
provides tools to combine the local interpretation of each
prediction to understand the global model structure. We
used SHAP to explain tree-based models on landmarkTX
and chunkTX. First, a SHAP beeswarm plot was used to
show the influence of the most important features on the
model output. The values of these features are represented
by colors, with red indicating high values, blue indicating
low values, and purple indicating median values. The value
points of each feature are located along the x-axis, showing
the distribution of their impact on model output. A straight
line indicating the zero influence on the model is also drawn.
A positive impact means that the model prefers these feature
values in the prediction of m6A. When the number of fea-
tures is greater than 10, only the Top 9 important features
are shown in the figure, as well as a summary of the remain-
ing features. Although the beeswarm plot shows the impact
of each feature sorted by feature importance, the total con-
tribution of a feature and the difference in contribution be-
tween features are not completely clear. To this end, a SHAP
bar plot was also provided. It shows the global contribution
of the feature in terms of the average absolute SHAP value.
The higher the value on the bar, the greater the influence of
the feature on the model. We also evaluated the use of Deep
SHAP in interpreting deep learning models (as shown in
Supplementary Figure S2). The training dataset is used as a
background, and a local interpretation of the predicted true
positives is performed.

RESULTS

m6A site prediction based on geographic information alone

Given that RNA modifications are associated with specific
sub-regions on RNA in their formation and functions, it is
reasonable to assume that the geographic information en-
coded by our approaches can contribute to RNA modifica-
tion prediction. To this end, we first evaluated the predictive
power of geographic information alone in the m6A site pre-
diction task using the sramp17 benchmark dataset (37).

We considered here the three newly proposed geographic
encoding schemes (landmarkTX, gridTX and chunkTX)
and also the widely used one-hot encoded region type fea-
tures. Specifically, the mature RNA model was selected,
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Figure 2. Geographic information-based m6A site prediction. (A) An overview of the machine learning pipeline. Geographic information of RNA tran-
scripts was extracted using the Geo2vec R package. Models like XGBoost and CNN were trained on the generated geographic information and applied to
the testing datasets. (B) The neural network framework used in this study. The transcript annotation used was extracted from the R/Bioconductor package
EnsDb.Hsapiens.v79. (C) Receiver operating characteristic curves (ROCs) for models based on different geographic encoding methods. AUC: area under
ROC curves. (D) Precision-recall curves (PRCs) for different transcript descriptors. AP: average precision. Ten-fold cross-validation results are given in the
form of mean and standard deviation. ChunkTX is reported as the best geographic encoder of transcripts for capturing the complete transcript landscape
and achieving the best prediction performance (mean AUC is 5% higher than one-hot encoding with 251-nt) and with a much lower feature dimension.

which concerns only the exonic m6A and non-m6A sites on
the mature mRNAs to prevent the bias introduced in polyA
selection of RNA-seq library preparation. When a site can
be mapped to multiple isoform transcripts of the same gene,
the primary transcript (longest transcript) was selected for
extracting geographic information using the newly devel-
oped Geo2vec R package based on Ensembl transcriptome
annotation R/Bioconductor package EnsDb.Hsapiens.v79.
As in the previous work (27–35), we sampled the same num-
ber of negative sites as the positive sites from the same m6A-
carrying transcripts to construct a 1:1 positive-negative ra-
tio dataset. In addition, 10-fold cross-validation was applied
to make full use of the entire data for performance evalua-
tion.

Since landmarkTX has only 6 features, instead of using a
deep learning framework, we considered the machine learn-
ing model XGBoost. For the other high-dimensional encod-
ing schemes, we constructed neural network models similar
to DeepRiPe (61), except that the sequence input module
was disabled to explore the predictive power of geographic
information alone. As shown in Figure 2B, we use a two-
layer convolutional neural network to extract hidden fea-
tures for gridTX, chunkTX, or one-hot encoded geographic
feature matrices. Receiver operating characteristic (ROC)
curves and precision-recall (PR) curves were used to show
the performance under different thresholds. The area un-
der the ROC curve (AUC) and average precision (AP) are
used to provide quantitative results. Since the experiment
was conducted under the cross-validation framework, we

used the average value under each threshold to draw the
curve and used the gray area to show the standard devia-
tion interval. AUC and AP were also given in the form of
mean and standard deviation.

We first evaluated the impact of the number of slices
for gridTX encoding. As shown in Supplementary Table
S5, splitting the transcript into more fragments of equal
width is generally helpful for the neural network to learn
from gridTX. The model achieves a relatively marginal im-
provement after the number of fragments exceeds 80, so
we choose the number of grids as 80 in the following per-
formance evaluation. Similarly, we found that using the
third quantile of the region numbers of all genes (35) as
the chunk number of chunkTX encoding is appropriate for
the test task (see Supplementary Table S6). The transcripts
with fewer than 35 regions were padded with zeros on both
sides, and the transcripts with more than 35 regions were
trimmed. The region width in both gridTX and chunkTX
is log-transformed. For one-hot encoding, two lengths were
considered, 101-nt as used in iONMF (59) and iDeep (60),
and 251-nt as used in DeepRiPe (61). Even the shorter ver-
sion (101-nt) is of 505 dimensions (101 × 5), which is around
twice the size of chunkTX features (with 35 chunks) and
is roughly the same as gridTX (with 80 fragments), all of
which are much heavier than landmarkTX with only six fea-
tures.

As shown in Figure 2C and D, all three newly proposed
geographic encoding methods outperformed the existing
one-hot encoding method. As a baseline, the performance
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Table 1. Performance evaluation of Geo2vec aided models on base-resolution m6A prediction

Model Features Accuracy F1-score MCC AUC AP

DeepPromise Seq 0.786 ± 0.004 0.772 ± 0.010 0.573 ± 0.009 0.864 ± 0.003 0.845 ± 0.004
DeepRiPe Seq + Geo (one-hot) 0.812 ± 0.006 0.799 ± 0.004 0.626 ± 0.012 0.883 ± 0.004 0.864 ± 0.006
GepSe Seq + Geo (chunkTX) 0.822 ± 0.004 0.809 ± 0.007 0.645 ± 0.008 0.896 ± 0.002 0.878 ± 0.004

Note: Each model was trained on the same dataset using 10-fold cross-validation. The results are provided in the form of an average±standard deviation.
Bold font indicates the best performance among the three models. The threshold used for Accuracy, F1-score, and MCC is 0.5. AUC, the area under ROC
curves; AP, average precision. Please refer to Supplementary Figure S1 for the architecture of the GepSe Model.

of one-hot encoded region type features differs greatly be-
tween two input lengths. It performs relatively poorly when
only a 101-nt flanking window is available but produces bet-
ter results after increasing to 251-nt. This is in line with
the way that the region type features learning boundaries
like CDS and 3′UTR junctions, i.e. it needs fragments long
enough to cross the boundaries of the related regions. The
gridTX (80 fragments) uses about half the number of fea-
tures but obtained better prediction results than one-hot en-
coding (251-nt) with mean AUC 0.766 vs. 0.751 and mean
AP 0.723 vs. 0.699. However, compared with landmarkTX
and chunkTX, there is still a performance gap, suggest-
ing that, although gridTX preserved the entire transcript
landscape, bin-based information compression introduced
blur and noise that undermined its learning capacity. The
landmarkTX encoding with only six features achieved the
second-best performance after only chunkTX. It allows the
model to directly see the distance from the target site to six
landmarks on the transcript, including the stop codon and
the width of the exon where the target is located, which are
two key features known to be strongly associated with m6A
RNA methylation (20,21,56). Although landmarkTX al-
ready well captured the geographic characteristics of m6A,
our results suggest that chunkTX, which captures the com-
plete transcript landscape with no ambiguity, is currently
the best geographic encoder of the transcript (mean AUC is
5% higher than one-hot encoding with 251-nt) and with a
lower feature dimension (245 versus 1255).

Importantly, with an average AUC of 0.807, the mod-
els based on geographic information alone (without using
the sequence information at all) are already comparable to
the classic sequence-based m6A prediction methods such
as MethyRNA (AUC of 0.791) (62) and SRAMP (AUC of
0.784) (37), highlighting the great potential of using geo-
graphic information for predicting sub-molecular events as-
sociated with RNA transcripts.

Geographic information enhances sequence-based m6A pre-
dictors

After verifying the predictive power of using geographic in-
formation alone, we now examine whether the geographic
encoding of transcripts can capture extra information re-
lated to RNA methylation that is missing from their se-
quence encodings, or in other words, whether it can enhance
the performance of existing sequence-based m6A predic-
tors.

Recent work on sequence-based methods has shown that,
compared with machine learning models, deep neural net-

works can better use the input information and provide
stronger predictive capabilities. Chen et al. conducted a
comprehensive review of existing RNA modification pre-
dictors and proposed the DeepPromise method (25), which
achieved state-of-the-art performance among existing deep
learning models. We, therefore, use it as a baseline for
sequence-based approaches. Meanwhile, DeepRiPe (61),
which was designed originally for predicting RBP bind-
ing sites, provides multi-model deep neural networks that
use both sequence information and one-hot encoded ge-
ographic information. We re-produced DeepPromise for
sequence-only prediction and DeepRiPe for m6A site pre-
diction tasks based on both sequence and region-type fea-
tures. Since one-hot encoding was used as the sequence de-
scriptor in DeepRiPe and achieved the best performance
among all the compared encodings, we also applied it to
encode the primary sequence in all following deep learning
experiments. To test the capability of chunkTX in comple-
menting sequence encoding, we also constructed a multi-
model model GepSe (short for Geography plus Sequences)
that accepts both sequence and geographic encoding inputs
(see Supplementary Figure S1). The sequence module is the
same as that used in DeepPromise, which consists of 4 con-
volutional blocks. For the geographic module, we continue
to use the two-layer convolutional network designed previ-
ously for transcript descriptor testing. The results of the two
modules are flattened, merged, and sent to the output layer.
The same sramp17 benchmark dataset (37) was still used in
this test.

It can be seen from Table 1 that when only sequence fea-
tures are used for learning, the average AUC score of the
DeepPromise model is 0.864. After incorporating 251-nt
length of one-hot encoded geographic features, the Deep-
RiPe model achieved an improvement of 1.9% in both AUC
and AP. By using both sequence feature and the newly
developed chunkTX encoding, the new multimodal neu-
ral network GepSe achieved the best performance with
an average AUC increase of 3.2% and an average AP in-
crease of 3.3% over the basis of DeepPromise. We also show
that GepSe can help not only m6A prediction near stop
condons, but also m6A at the 5′UTR (see Supplementary
Table S7).

To further demonstrate the generalizability of the pro-
posed geographic descriptor, we also evaluated the perfor-
mance of these deep learning frameworks on the sramp17
independent testing dataset. Constructed by the SRAMP
project, the independent testing dataset contains the m6A
sites extracted from the transcripts not included in the pre-
vious benchmark dataset. The ratio of positive data to nega-
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Table 2. Performance of Geo2vec aided models on sramp17 independent dataset

Model Features Accuracy F1-score MCC AUC AP

DeepPromise Sequence only 0.777 0.398 0.380 0.879 0.434
DeepRiPe Seq + Geo (one-hot) 0.802 0.432 0.419 0.896 0.471
GepSe Seq + Geo (chunkTX) 0.818 0.456 0.444 0.908 0.505

Note: Predicted scores of the 10 models obtained in the benchmark cross-validation were averaged to calculate the evaluation metrics. Bold font indicates
the best performance among the three models. The threshold used for accuracy, F1-score, and MCC is 0.5. AUC, the area under ROC curves; AP, average
precision.

Figure 3. Multiple instance learning framework models isoform ambiguity. (A) Existing approaches typically report the genome-based coordinates of
RNA modification; however, as there exist multiple isoform transcripts, it is often unclear which specific isoform transcript carries the modification. For
the above-given example, although we know the genome-based coordinates of the m6A site, it is unclear which isoform transcript actually carries it. This
isoform ambiguity problem exists in all existing mRNA modification databases. (B) A pie chart showing the number of mapped isoforms of the m6A site
in the sramp17 benchmark dataset. No isoforms: the site overlaps with only one transcript; 2–3 Isoforms: the site overlaps with two or three transcripts;
>3 Isoforms: the site overlaps with more than three transcripts. (C) The proposed attention-based multiple instance learning framework (i-GepSe) that
makes full use of all mapped isoforms to predict m6A sites.

tive data is kept as 1:10. Under this unbalanced setting, aver-
age precision (AP) is considered a more powerful evaluation
metric. As shown in Table 2, among all the three models,
our new GepSe model that incorporates both geographic
(chunkTX) and sequence features achieved the best perfor-
mance (7.1% higher than DeepPromise and 3.4% higher
than DeepRiPe). These results demonstrated the effective-
ness of the newly developed geographic encoding scheme
in enhancing the performance of sequence-based models,
suggesting that geographic encoding of transcripts indeed
captured extra information concerning RNA methylation
that is missed by the widely used sequence encoding of RNA
transcripts.

Isoform-aware m6A site prediction enabled by geographic en-
coding

It is important to note that, due to technical limitations,
most existing approaches for profiling the epitranscriptome
detect m6A sites with isoform ambiguity, i.e. although the
genome-based coordinates of RNA modification sites are
known, it is not clear which specific isoform transcript car-
ries the modification when there exist multiple isoform tran-
scripts that can align with the sites in their genome projected
coordinates (Figure 3A). This is primarily because of the
short read length of the Illumina sequencing method that
is not long enough to differentiate different isoform tran-
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scripts. To the best of our knowledge, although recent de-
velopment in direct RNA sequencing technology enabled
isoform-specific profiling of the RNA modifications (76), all
the RNA modification sites collected in existing bioinfor-
matics databases, such as RMBase (77), MeTDB (78) and
m6A-atlas (79), and used in benchmark data for RNA mod-
ification site prediction algorithms have isoform ambigu-
ity. Although most of the existing prediction methods were
based on epitranscriptome data with isoform ambiguity, the
issue has not been explicitly addressed so far.

Next, we evaluated the influence of isoform transcripts
on the m6A methylation prediction task. For this purpose,
we first examined the isoform ambiguity level in the train-
ing data we used in previous experiments and found that
68% of the m6A sites may be associated with more than
one isoform transcript (Figure 3B). In the previous analy-
sis, we have used the geographic information extracted from
the longest isoform, which is a common and convenient
way for transcript-associated analysis (80,81). However, the
RNA modification signals may be from other transcripts,
and shorter transcripts are of interest as well, so the ar-
rangement is clearly not optimal, and it should be of interest
to explore the possibility of isoform-specific m6A site pre-
diction. To this end, we developed a deep neural network
under the multiple instance learning framework (i-GepSe)
that makes full use of both the sequence and the geographic
information extracted from all the mapped isoform tran-
scripts (Figure 3C). i-GepSe uses the attention mechanism
to learn a weight for each isoform and then performs a
weighted average of all hidden representations to obtain the
final output.

As shown in Table 3, the GepSe model based on the
longest or a random transcript achieved very similar per-
formance, suggesting the two contain a similar amount of
geographic information related to the entire gene (all of its
transcripts). By directly modeling all the isoform transcripts
through the multiple instance learning framework, the new
i-GepSe model achieved distinct improvement in both aver-
age AUC and AP on an already high baseline.

Next, we examined the impact of isoform ambiguity
when using i-GepSe isoform-aware prediction of m6A sites.
To this end, we divided all the m6A sites into three groups
according to their isoform ambiguity level (i.e. mapped to
1 transcript, mapped to 2–3 transcripts, and mapped to
more than 3 transcripts), and then examined the perfor-
mance improvement of i-GepSe due to isoform-aware geo-
graphic information compared with the original sequence-
based DeepPromise model. As shown in Table 4, compared
to m6A sites with no isoform ambiguity (improvement of
2.7% in AUC), geographic information brought more im-
provements when predicting m6A sites with a higher level
of ambiguity (improvement of 4.6% in AUC for m6A sites
that can be aligned to more than 3 isoform transcripts).
Together, these results suggest that the new isoform-aware
modeling of m6A sites is effective in improving prediction
accuracy, and there should exist isoform level differences in
RNA methylation patterns that make isoform-specific m6A
site prediction desirable.

Note that the attention mechanism used in our i-GepSe
model indicates which features the model is more con-
cerned about. Since we implemented the attention layer on

isoform-level features, the learned weights should directly
indicate the contribution of each isoform transcript in the
m6A prediction task or which specific isoform transcript
is more likely to carry the predicted m6A site. In another
word, the i-GepSe model is already capable of performing
isoform-specific m6A site prediction.

m6A site prediction with minimal technical bias

N6-methyladenosine (m6A) can be profiled with several
different high throughput sequencing approaches includ-
ing, most notably, m6A-seq (or MeRIP-seq) and miCLIP
(20,21,82,83). It has been reported that these approaches
captured very similar sequence motifs. However, a substan-
tial discrepancy has been observed previously between dif-
ferent epitranscriptome profiling approaches. We collected
20 datasets generated from nine different m6A profiling
methods and constructed the technique-specific epitran-
scriptomes by merging datasets generated from each tech-
nique (Supplementary Table S1). A pair-wise comparison
revealed that, on average, only 14.64% of the detected m6A
sites were shared between two arbitrary methods (Supple-
mentary Table S9). The consistency score increased slightly
to 17.69% when we restricted the analysis to house-keeping
genes only (84) to minimize the impact of condition-specific
gene expression (Table 5), even though this analysis still can-
not rule out the impact of condition-specific regulation at
the epitranscriptome layer.

When we restrict the analysis to matched cell lines
only, the (average) consistency scores between two arbi-
trary techniques are 14.00%, 6.69%, 9.10%, 12.57% in
A549, HeLa, HEK293 and HEK293T cell lines, respec-
tively (Figure 4A–D). A number of factors could con-
tribute to the observed discrepancy among different m6A
profiling approaches, including the functional mechanisms
of the corresponding techniques, the antibody specificity
caused by manufacturers and batches, differences in ex-
perimental operation, bias induced in RNA sequenc-
ing, and varying bioinformatics pipelines. For example,
the antibody-based approaches m6A-seq and m6ACE-seq
(64) have very similar sequence motifs, and so do the
fusion-domain-based approaches MAZTER-seq (85) and
DART-seq (86) (Figure 4E). These data clearly highlighted
the unsuspected challenges of precise and reliable high-
throughput identification of m6A RNA methylation sites.
Naturally, it strongly encourages an integrated analysis of
multiple datasets generated from orthogonal techniques
to minimize the technical bias originating from a single
technology.

To evaluate the statistical reproducibility between the epi-
transcriptomes determined by different techniques, a per-
mutation analysis was performed on the m6A-forming mo-
tif DRACH in house-keeping genes. Results show that in
order to obtain a false discovery rate (FDR) <0.05 with re-
spect to technical robustness, the m6A sites should be ob-
served by at least four techniques (Supplementary Table
S10). This selection criterion resulted in a set of 1243 high-
fidelity m6A sites located on 933 genes with an estimated
FDR of 1.199% (Supplementary Table S2).

Based on the high-fidelity m6A dataset, it is now possi-
ble to construct an m6A site predictor with minimal tech-
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Table 3. Performance evaluation of chunkTX aided models using different isoforms

Model Isoform Accuracy F1-score MCC AUC AP

GepSe Longest 0.822 ± 0.004 0.809 ± 0.007 0.645 ± 0.008 0.896 ± 0.002 0.878 ± 0.004
GepSe Random 0.821 ± 0.003 0.809 ± 0.007 0.643 ± 0.006 0.895 ± 0.002 0.877 ± 0.004
i-GepSe All 0.828 ± 0.004 0.810 ± 0.010 0.657 ± 0.009 0.901 ± 0.003 0.882 ± 0.004

*Note: Each model was trained using 10-fold cross-validation. Longest, the longest mapped isoform was selected to generate geographic features; Ran-
dom, one random mapped isoform was selected; All, all mapped isoforms were considered in the model. The results are provided in the form of an
average±standard. Bold font indicates the best performance among the three models. The threshold used for Accuracy, F1-score, and MCC is 0.5. AUC,
the area under ROC curves; AP, average precision.

Table 4. Performance improvement from sequence only model to
isoform-aware model

Num. Isoform Accuracy F1-score MCC AUC AP

No isoforms +0.031 +0.033 +0.064 +0.027 +0.028
2 or 3 +0.042 +0.041 +0.085 +0.038 +0.034
Above 3 +0.056 +0.053 +0.112 +0.046 +0.046

*Note: Values for all evaluation metrics can be found in Supplementary
Table S8. The results were obtained by integrating all testing datasets from
each fold. That is, the entire sramp17 benchmark was used to evaluate per-
formance improvements. The threshold used for Accuracy, F1-score, and
MCC is 0.5. AUC, the area under ROC curves; AP, average precision.

nical bias. Specifically, the unmethylated adenosine used as
negative data was randomly selected from the same tran-
scripts that carry the 1243 m6A sites and was not identified
as modifiable by any experiment. To better mimic the nat-
ural distribution of m6A on DRACH motifs, the positive-
to-negative ratio was set to 1:10 in both training and testing
datasets. Geographic encodings were generated according
to the latest version of Ensembl transcriptome annotation
v104. To deal with imbalanced training data in deep learn-
ing models, we up-sampled the positive sites in the training
data by 10 times as in previous work (41). The test data re-
mains unbalanced, so the most informative evaluation met-
ric is the average precision (AP). Since only 1243 positive
sites were used, we applied 5-fold cross-validation instead
of 10-fold. To further demonstrate the predictive power
of Geo2vec encodings, we also added the classic RNA
sequence features, nucleotide chemical property (NCP)
(32,36), and pseudo nucleotide composition (PseDNC)
(29,30,33) used in the existing machine learning models for
comparison.

As shown in Table 6, testing using an unbalanced data
set, the average precision (AP) of different features can
vary greatly from 0.38 to 0.88. Consistent with previous re-
sults, all three newly proposed geographic encodings out-
performed the classical machine learning model based on
sequence features (CNN with PseDNC and NCP encod-
ing) and the one-hot geographic encoding. After integrating
chunkTX into the sequence-based model, a substantial im-
provement has been achieved (AP from 0.698 to 0.881). In
particular, by modeling all the mapped isoform transcripts,
the average accuracy of the i-GepSe model increased further
by 1.7%. Together, our results again suggested the added
value of geographic information to existing sequence-based
methods and the advantage of being aware of isoform am-
biguity of m6A sites when performing the analysis. We then

applied the model to predict other experimentally reported
m6A sites and found that the greater the number of samples
supporting a site, the more likely our model predicted it as
methylated (Supplementary Figure S3).

Geographic information enhances tissue-specific m6A methy-
lation prediction

Most of the existing approaches for m6A prediction ignore
the context dependency of the epitranscriptome, such as
cell line, tissue, and treatment. Often, the m6A sites de-
tected from different biological conditions are merged to-
gether for a more complete and reliable epitranscriptome,
based on which a machine learning model is constructed
for general m6A site prediction, with the biological contexts
lost. Recent studies have revealed the distinct patterns of
m6A methylome across human tissues (87–90), which calls
for condition-specific m6A methylation prediction meth-
ods. Although there exist multiple approaches that support
context-specific m6A site prediction (91–94), only three hu-
man tissue types (brain, liver, and heart) are currently sup-
ported. This is due to the very limited availability of epi-
transcriptome datasets with base-resolution, which is re-
quired by the strongly supervised learning approaches that
are dominating the field. Currently, base-resolution epitran-
scriptome data is available only for the human brain, liver,
and heart. Without base-resolution datasets, most of the ex-
isting approaches cannot function.

We previously developed WeakRM (45), a weakly super-
vised learning framework that learns from low-resolution
epitranscriptome datasets for RNA methylation patterns.
As it can learn from the very widely used m6A-seq (MeRIP-
seq) data, it is possible to use this approach to perform
condition-specific m6A site prediction in human tissues be-
yond the brain, liver, and heart. We aimed to test whether
geographic encoding can also enhance the performance of
tissue-specific m6A methylation prediction in a weakly su-
pervised learning task. For this purpose, we extracted the
m6A methylated regions in 25 human tissues detected m6A-
seq experiment (Supplementary Table S3) and generated
matched negative control regions from the same transcripts.
To enable the i-GepSe model to learn from low-resolution
data, an extra layer of multiple instance learning was incor-
porated, as in the case of the WeakRM model, to enable
tissue-specific prediction from low-resolution data. We call
the new model ti-GepSe (see Figure 5). Since the number
of peaks in some tissues is limited, we used 5-fold cross-
validation instead of 10-fold cross-validation to ensure that
each fold had enough observations to reflect the true dis-
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Table 5. Comparing epitranscrptomes reported from nine techniques on housekeeping genes

m6A-seq
PA-m6A-

seq miCLIP
m6A-CLIP-

seq
m6A-REF-

seq
MAZTER-

seq DART-seq
m6ACE-

seq
m6A-Label-

seq

m6A-seq 2980 325 1743 1474 105 2 14 69 98
PA-m6A-seq 10.91% 6828 2181 1522 202 88 160 123 134
miCLIP 58.49% 31.94% 22499 9005 948 265 657 466 625
m6A-CLIP-seq 49.46% 22.29% 57.54% 15649 742 142 456 411 581
m6A-REF-seq 3.52% 5.41% 25.37% 19.86% 3736 47 103 16 67
MAZTER-seq 0.07% 1.67% 5.03% 2.70% 1.26% 5265 141 0 8
DART-seq 0.47% 4.31% 17.69% 12.28% 2.77% 3.80% 3714 10 18
m6ACE-seq 10.78% 19.22% 72.81% 64.22% 2.50% 0.00% 1.56% 640 37
m6A-Label-seq 7.88% 10.77% 50.24% 46.70% 5.39% 0.64% 1.45% 5.78% 1244

Note: The diagonal elements show the total number of m6A sites on housekeeping genes detected by a specific technique. The elements in the upper right
triangle show the number of sites detected by two techniques simultaneously. The elements in the lower left triangle show the consistency (%) between two
different techniques. Let A and B represent the sets of m6A sites uncovered by two different techniques, respectively, and |A| represents the total number
of sites contained within a set A. The consistency score of two techniques is calculated by: sA,B = |A∩ B|/min(|A|, |B|).

Figure 4. Comparison of different epitranscriptome profiling approaches in matched cell lines. (A–D) the Venn diagrams of the m6A sites uncovered by
different technologies in A549, HeLa, HEK293 and HEK293T cell lines, respectively. (E) The sequence motifs of the m6A sites determined by different
approaches exhibit clear clustering effects, corresponding to the functional mechanisms of the corresponding techniques, which are therefore likely to be
the result of technical bias.

tribution. As shown in Table 7, a substantial improvement
was achieved with the new ti-GepSe model compared to the
original WeakRM model with mean AUC increased from
0.813 to 0.893, and mean AP from 0.772 to 0.879. The new
model achieved a score of at least 0.8 AUC in all tissues and
reached 0.9 AUC in nearly half of the tissues. Interpretation
of ti-GepSe also revealed tissue-specific sequence motifs for
each tissue captured by our model (Supplementary Figure
S4).

Geographic information enhances m6A signal detection from
direct RNA sequencing data

Oxford Nanopore direct RNA sequencing technology
(ONT) provides a new solution for the detection of RNA
modifications with simplified experimental procedures (95–
97). ONT can capture shifts in current intensity caused by
chemical modifications and thus enable supervised learn-
ing of the signal difference between modified and unmod-
ified ribonucleotides. Existing approaches can be divided
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Table 6. Performance of m6A site predictors with minimal technical bias

Feature type Performance

Model Sequence Geographic MCC AUC AP

XGBoost PseDNC + NCP (51-nt) - 0.404 ± 0.020 0.850 ± 0.012 0.422 ± 0.027
CNN - One-hot 0.398 ± 0.018 0.833 ± 0.009 0.376 ± 0.028
CNN - gridTX 0.399 ± 0.020 0.860 ± 0.006 0.435 ± 0.019
XGBoost - landmarkTX 0.479 ± 0.022 0.896 ± 0.007 0.491 ± 0.025
CNN - chunkTX (Longest) 0.473 ± 0.014 0.908 ± 0.007 0.512 ± 0.020
DeepPromise One-hot - 0.601 ± 0.018 0.939 ± 0.004 0.698 ± 0.031
DeepRiPe One-hot One-hot 0.688 ± 0.019 0.963 ± 0.007 0.806 ± 0.019
GepSe One-hot chunkTX (Longest) 0.766 ± 0.007 0.978 ± 0.004 0.864 ± 0.016
i-GepSe One-hot chunkTX (All transcripts) 0.772 ± 0.025 0.981 ± 0.003 0.881 ± 0.013

Note: Each model was trained using 5-fold cross-validation. The results are provided in the form of an average±standard. Bold font indicates the best
performance among the models. AUC, the area under ROC curves; AP, average precision.

Figure 5. The architecture of ti-GepSe model. m6A peaks (low-resolution m6A sites) were obtained from human tissue m6A-seq data using exomePeak2
(70). The RNA sequence of a peak region is divided into instances of length 50 using a sliding window with a stride of 10. The instance features extracted
by the convolutional layer are first merged by the attention layer to form region-level sequence features. Then, the concatenation of sequence features and
geographic features of each isoform is regarded as an instance of the second multiple instance learning framework. The second attention layer is used to
merge features from all isoforms and send the merged features to fully connected layers for region-level classification. It is worth noting that the ti-GepSe
model retained the capability of differentiating multiple isoform transcripts.

into comparative methods and supervised machine learn-
ing methods. Comparative methods, such as ELIGOS (98)
and xPore (63), rely on samples with few or no m6A modifi-
cations. However, control samples are not always available.
Supervised machine learning methods, such as EpiNano
(99) and nanom6A (100), rely on labeled data from syn-
thetic modified RNA or high throughput sequencing ex-
periments. Since these labels are only available at the site
level, most methods pool the reads down to the site level
and build site-level prediction models. Given this limitation,
m6Anet (Hendra et al., 2021) was recently proposed to ob-
tain both read-level and site-level probability scores using
a multiple instance learning framework. We here follow the
idea of m6Anet and extend geographic encoding to read-
level m6A detection.

RNA modification stoichiometry prediction can be heav-
ily affected by the signal-to-sequence alignment (resquig-
gling). As one of the two most common software, Nanopol-
ish failed to resquiggle the reads evenly along with the same
transcript and may introduce unmodified-modified propor-
tion bias to subsequent prediction model construction (96).
Tombo, which benefits from global resquiggling, can over-
come these limitations and produce an increased and uni-
form proportion of resquiggled reads. Therefore, we chose

Tombo in our data processing. For the feature representa-
tion of electronic signals, in addition to normalized mean,
standard deviation, and dwelling time of the raw signal used
in m6Anet, we adopted the sequence feature and signal fea-
tures defined in DeepSignal (73) and DeepSignal-plant (74),
which were also constructed based on Tombo resquiggled
reads. Specifically, for sequence features, we constructed k-
length features for k-mers centered on the target site (de-
fault k = 13), including one-hot encoding of the nucleotide,
normalized mean, standard deviation, median, and median
absolute deviation (MAD) of each nucleotide. For signal
features, we sampled m-length normalized signal values for
each nucleotide in k-mers, padded it with zeros for those
whose dwelling time is shorter than 16. Each feature passes
through its own convolution blocks and is then concate-
nated for further processing (Figure 6B).

In m6Anet, only sites with at least 20 reads were used in
model construction. In our model, in order to better model
weak m6A signals on lowly expressed transcripts, we elimi-
nated the minimum threshold of 20, and instead padded in-
put read features with zeros to form the 20-read feature of
each labeled site. For those sites covered by >20 reads, we
sampled 20 reads for use. It is worth noting that the sam-
pled reads can come from different transcripts. Then, we
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Table 7. Performance evaluation of Geo2vec aided models on tissue-specific m6A prediction

AUC AP

Tissue type WeakRM ti-GepSe WeakRM ti-GepSe

Adrenal gland 0.788±0.015 0.874±0.011 0.741±0.020 0.854±0.012
Brainstem 0.769±0.003 0.857±0.006 0.716±0.007 0.841±0.008
Cerebellum 0.862±0.004 0.937±0.002 0.829±0.007 0.935±0.002
Cerebrum 0.850±0.012 0.917±0.005 0.804±0.009 0.907±0.006
Colon 0.778±0.011 0.851±0.004 0.729±0.013 0.823±0.006
EndoC-βH1 0.772±0.006 0.851±0.008 0.737±0.010 0.831±0.010
Endometrial 0.847±0.008 0.927±0.009 0.838±0.011 0.929±0.009
Heart 0.866±0.008 0.929±0.004 0.819±0.010 0.918±0.007
HSCs 0.736±0.014 0.841±0.008 0.712±0.010 0.819±0.013
Hypothalamus 0.781±0.009 0.858±0.005 0.738±0.013 0.835±0.006
Islet 0.856±0.009 0.930±0.006 0.808±0.015 0.926±0.008
Kidney 0.597±0.055 0.809±0.010 0.565±0.062 0.798±0.016
Liver 0.771±0.004 0.858±0.004 0.722±0.007 0.832±0.008
Lung 0.824±0.004 0.882±0.004 0.786±0.007 0.862±0.008
B-lymphocyte 0.857±0.005 0.906±0.005 0.812±0.005 0.892±0.007
Muscle 0.875±0.010 0.933±0.008 0.834±0.018 0.923±0.010
Ovary 0.890±0.003 0.958±0.002 0.864±0.006 0.957±0.002
Prostate 0.787±0.004 0.862±0.005 0.735±0.009 0.840±0.007
Rectum 0.823±0.010 0.889±0.008 0.783±0.022 0.873±0.011
RWPE-1 0.762±0.006 0.867±0.005 0.729±0.011 0.864±0.006
Skin 0.863±0.009 0.931±0.006 0.816±0.015 0.920±0.007
Stomach 0.863±0.008 0.926±0.006 0.822±0.004 0.915±0.007
Testis 0.788±0.003 0.864±0.005 0.744±0.006 0.836±0.009
Thyroid gland 0.856±0.008 0.918±0.002 0.796±0.014 0.905±0.002
Urinary bladder 0.869±0.009 0.940±0.003 0.826±0.012 0.935±0.003
Mean 0.813 0.893 0.772 0.879

*Note: Each model on each tissue data was trained using 5-fold cross-validation. The results are provided in the form of an average±standard deviation.
Bold font indicates the best performance among the three models. AUC, the area under ROC curves; AP, average precision. Gec2vec used ChunkTX
encoding.

generated the corresponding geographic encoding for the
target site from the 20 reads, resulting in 20 ChunkTX en-
coded geographic feature matrices as the third input (Fig-
ure 6B). Specifically, even long reads may not cover the en-
tire transcript, so we truncate the encoding based on the
actual coverage of the read to obtain a read-specific geo-
graphic encoding. These geographic features will first pass
through the convolution blocks and then merge into the
read features. Through two consecutive fully connected lay-
ers, the integrated features will first be transformed into
read-level probability scores and finally summarized into
site-level probability scores through the Noisyor function.
The Nanopore direct RNA sequencing data used in this
study was obtained by combining three HEK293T wild-
type replicates from xPore (63). We collected the HEK293T
m6A sites (n = 15 871) reported in m6ACE-seq as training
labels because the samples were provided by the same lab as
xPore, which should allow as much consistency as possible
between labels and data. All DRACH motifs from the same
transcript that have not been reported as m6A sites in any
study were selected as negative data (n = 234 006).

As shown in Table 8, the model with only read features
can already achieve promising performance (AUC 0.950
and AP 0.741). After incorporating the geographic informa-
tion obtained from the reads, the performance of the model
was significantly improved (AUC 0.977 and AP 0.817), sug-
gesting the power of geographic information extracted from
long sequencing reads. The same trend was observed in in-
dependent testing with the dataset used in Table 6 as the
test dataset (Overlapping sites were removed during train-

ing). To further validate our model, we applied the model
to predict all reads covering the assessed sites and gener-
ated the distribution of predicted sites on transcripts and
inferred methylation levels based on the percentage of pre-
dicted methylated reads. We found that predictions for ex-
perimentally detected and undetected sites had the same
distribution as existing knowledge about m6A and were en-
riched around stop codons (see Supplementary Figure S5).
92% of experimentally undetected sites were predicted to
have zero methylation levels, while the majority of the re-
maining sites had low quantification levels, which may be
due to the fact that low-stoichiometric sites are easily missed
by profiling techniques. About 8% of m6ACE-seq sites had
an inferred methylation level of zero, which may be par-
tially explained by differences in methylation between sam-
ples (see Supplementary Figure S6).

Geo2vec deciphers the distribution of m6A on transcripts
through model interpretation

Although obtaining accurate predictions is important, it
is often as important to understand the functional mech-
anisms of the prediction model and the key features behind
the model decisions, so being able to interpret the role of ge-
ographic features in deep neural networks is critical. For this
purpose, SHAP (Shapley additive explanations) was used
to obtain the order of feature importance and allow us to
understand how features affect model predictions. We ex-
amined the key features for predicting m6A sites located on
5′UTR, CDS and 3′UTR, respectively.
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Figure 6. Pipeline and network architecture for Geo2vec aided m6A detection from direct RNA sequencing. (A) Data processing pipeline for Oxford
Nanopore direct RNA sequencing. The raw reads were first basecalled using Guppy and then resquiggled by Tombo. (B) The network architecture for
m6A detection using read features (sequence features and signal features) and geographic information with Geo2vec. (C) The benchmark dataset and
independent testing dataset used in this study.

The interpretation of LandmarkTX encoding was per-
formed on XGBoost as previously implemented. As shown
in Figure 7, the distances to both exon boundaries remain
in the top 3 most important features in landmarkTX in all
three region types and show a clear trend that the higher the
distance, the more likely the model predicts the site as m6A
modifiable. This is consistent with the fact that m6A mod-
ification is enriched at long exons. For the site in 5′UTR
(Figure 7A), the distance to CDS in the direction of the 5′-
end is clearly separable by the zero-impact axis. High dis-
tance values (distances closer to 0 since a negative sign was
assigned to indicate the site is out of CDS) are clustered
at the positive axis, which means that the model tends to
predict the site close to the start codon as modifiable. This
trend is consistent with previous results (101) that 5′UTR
m6A modulates the start codon selection. When it comes to
CDS and 3′UTR (Figure 7B and C), the distance to CDS
in the 3′-end direction becomes the third or second most
important feature, respectively. In the plot of CDS, we can
observe that the model obviously prefers the low distance
values and, the smaller the distance, the greater the impact
on the model output. For 3′UTR, since a negative sign was
assigned to the distance, the observed trend is as expected

that the higher the distance (closer to 0), the more likely our
model predicts an m6A site.

In the case of chunkTX, although the features are not
clearly defined as distances, the ‘-1 width’ and ‘+1 width’
represent the width of regions next to the site (usually the
two fragments of the exon that are separated by the site),
equivalent to the distance to the exon boundary. These two
features again contribute the most to predictions on all
three region types. In particular, the width of the chunk by
the 5′-end side of the site shows a dominant impact on mod-
els for the site from UTR regions (bar plots in Figure 8A
and B). According to the beeswarm plot in Figure 8A, the
model tends to predict that those sites on 5′UTR far from
the 5′-end as modifiable, which is the same as we observed
from landmarkTX. Conversely, a too large ‘-1 width’ can
reduce the m6A prediction score for 3′UTR sites, indicating
that the m6A sites may be enriched within a certain range of
the stop codon. The region type of the second chunk on the
3′-end side of the site also contributes a lot in prediction
(‘2 intron in Figure 8A–C), which provides evidence that
m6A modification does not prefer the region adjacent to in-
trons in the 5′-end direction. For 5′UTR, this means those
5′UTR directly connected to CDS; For CDS, this means
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Table 8. Performance evaluation of Geo2vec aided models on two datasets

Dataset Features MCC AUC AP

Cross validation Read features 0.539 ± 0.017 0.950 ± 0.003 0.741 ± 0.009
Read features + chunkTX 0.638 ± 0.019 0.977 ± 0.002 0.817 ± 0.008

Independent testing Read features 0.594 ± 0.011 0.947 ± 0.002 0.825 ± 0.006
Read features + chunkTX 0.701 ± 0.016 0.977 ± 0.001 0.881 ± 0.004

Note: Each model was trained using 5-fold cross-validation. The results are provided in the form of an average±standard. Bold font indicates the best
performance among the models in each dataset. The positive-to-negative ratios in cross-validation and independent testing are 1:14 and 1:10, respectively.
Read Features, using both sequence features and signal features. AUC, the area under ROC curves; AP, average precision.

Figure 7. Interpretation of landmarkTX. Beeswarm plots of SHAP (Shapley additive explanations) values of every feature in landmarkTX and the corre-
sponding bar plots of the mean absolute SHAP values (A–C). In the beeswarm plot, the features are sorted by the sum of SHAP value magnitudes. The
SHAP values are used to show the distribution of the impact on model prediction of each feature (positive values indicate positive effects, and negative
values indicate negative effects). The color bars show the feature value (red high, blue low). (Note: The sramp17 benchmark dataset was randomly divided
into training and testing datasets with a ratio of 8:2. The explanation was performed on the testing data using the model trained on the training dataset.
Since we used the site coordinates minus CDS start coordinates to calculate the distance from the site to the boundary of CDS (5′-end), the distance will
become a negative value (for the site from the minus strand, we multiply the distance with –1 to unify the two strands) when the site is located at 5′UTR.
Similarly, the distance to CDS in the 3′-end direction was calculated as the CDS end coordinates minus the site coordinates. When the site is located at
3′UTR, the distance value is negative. Therefore, in the beeswarm plot, high feature values (red dots) mean those distances are close to 0.)

those CDS next to the 3′UTR (can also be supported by the
model’s preference on positive ‘2 UTR3’); For 3′UTR, this
means the terminal 3′UTR (3′UTR in the last exon). These
are consistent with the findings in existing work (20,21) that
the non-coding last exons are highly methylated, but not the
next-to-last exons harboring the stop codon. The interpre-
tation plot also shows that 5′UTR sites with introns on 5′-
end side (high ‘-2 width’ has a positive impact on model
output) and CDS sites with a wider region (most likely
3′UTR) on 3′-end side (high ‘2 width’ has a positive impact
on model output) are more likely to be predicted as modifi-
able.

Overall, the model interpretation of geographic infor-
mation provides novel insights into the m6A landscape on
RNA transcripts, many of which are consistent with ex-
isting knowledge. Defined by distance, landmarkTX shows
strong interpretability in terms of relative positions. In ad-
dition to long exons and regions near stop codons, the in-
fluence of surrounding region properties on model output
was captured by chunkTX for the first time, and the bar
plots showed that the remaining features contribute to the
model prediction. A model explanatory analysis was also
conducted for the deep learning frameworks (Supplemen-
tary Figure S2), from where similar conclusions can be
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Figure 8. Interpretation of chunkTX. Beeswarm plots of SHAP (Shapley additive explanations) values of top 9 features (the remaining features are summed)
in chunkTX and the corresponding bar plots of the mean absolute SHAP values (A–C). In the beeswarm plot, the features are sorted by the sum of SHAP
value magnitudes. The SHAP values are used to show the distribution of the impact on model prediction of each feature (positive values indicate positive
effects, and negative values indicate negative effects). The color bar shows the feature value (red high, blue low).

achieved. It is worth noting that the above results are based
on DRACH sites only, for non-DRACH m6A sites, please
refer to Supplementary Table S11 and Supplementary Fig-
ure S7. Overall, the geographic encoding of the transcript
brings additional information to models and can provide
novel biological insights into the geographic relevance of
m6A on RNA transcripts through its strong model inter-
pretability.

DISCUSSION

In this work, we explored different ways to encode the ge-
ography of RNA transcripts so as to capture the location
of a specific ribonucleotide relevant to the entire transcript
structure. Three novel, simple yet powerful transcript geo-
graphic encoding schemes were developed, including land-
markTX, gridTX, and chunkTX, which are all lighter yet
capture more information than the widely applied one-hot
encoded region type features.

LandmarkTX is designed as the most concise scheme
that can use just six distances to represent the relative po-
sition of the target ribonucleotide on the transcript. On the
other hand, gridTX and chunkTX compress the entire tran-
script landscape by dividing it into equal-width grids or
region-level features. The overall performance of our model
showed that all three newly proposed descriptors outper-

form the widely used one-hot encoded region type features
in the m6A prediction task with smaller feature dimensions.
In addition, they alone achieved comparable performance
to classic sequence-based models.

We chose to conduct case studies on the m6A predic-
tion task because it is the most studied epigenetic mark of
the epitranscriptome with a strong sequence-based compu-
tational baseline and known enrichment around the stop
codon (or the last exon). However, true model performance
can only be reflected from reliable datasets. We carefully cu-
rated the training and validation dataset of our predictive
models using the published benchmark dataset and inde-
pendent testing data, as well as m6A sites supported by mul-
tiple epitranscriptome profiling experiments. Surprisingly,
we found that out of hundreds of thousands of m6A sites
reported so far, only 1,243 sites can be detected simulta-
neously by at least 4 techniques with a false discovery rate
lower than 0.05. Based on this technically robust dataset, an
m6A predictor with minimal technical bias was constructed.

Transcript isoforms have been rarely considered in com-
putational modeling of RNA modifications. The Geo2vec
encodings offer a possibility to study the influence of iso-
form ambiguity in identifying m6A sites. Models using
the longest transcript or a randomly selected transcript
obtained similar results, indicating that the longest tran-
script is not necessarily an optimal choice. An attention-
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based multiple instance learning framework (i-GepSe) was
developed and showed that direct modeling of isoform-
specific methylation helps improve model performance.
Further analysis confirmed that the performance improve-
ment brought by geographic encodings increased as the iso-
form ambiguity level increases, which highlighted the ne-
cessity and advantage of performing isoform-specific m6A
methylation prediction.

The designed geographic descriptors and network frame-
works were also used to promote the tissue-specific m6A
site prediction. Since a large amount of MeRIP-seq data
has been accumulated, we combined our previously de-
veloped weakly supervised learning framework WeakRM
and Geo2vec transcript encodings and constructed the ti-
GepSe model. Compared to the sequence-only model, the
Geo2vec-aided ti-GepSe model showed a significant im-
provement, again demonstrating the adaptability of the de-
scriptor to range-level data. To the best of our knowledge,
this is the first work to construct high-accuracy, tissue-
specific m6A predictors for 25 human tissues.

Recently, the Oxford Nanopore direct RNA sequenc-
ing has been used to detect modifications in RNA (63,98–
100), which allows the identification of modifications at
both the site and read levels for better understanding the
epitranscriptome. We extended the proposed Geo2vec de-
scriptors to the m6A detection from direct RNA sequenc-
ing modeling and showed significant performance improve-
ment could be obtained by incorporating the geographic in-
formation extracted from Nanopore long reads. With the
rapid development of direct RNA sequencing-based modi-
fication detection techniques, we believe that the proposed
Geo2vec can provide a potential way to help measure the
transcript level methylation rate and distinguish between
different RNA modifications.

Explaining machine learning models is usually highly de-
sirable. In this work, we used SHAP (Shapley additive ex-
planations), a game-theoretic approach, to quantify and vi-
sualize each feature’s contribution in identification of m6A
methylation. It was encouraging to find that the results of
our model are consistent with existing knowledge about
m6A enrichment, including its relationship to long exons,
the region around the stop codon, and the last exon (espe-
cially those containing long 3′UTR). Such results provide
some evidence that the Geo2vec descriptors can allow the
model to provide biological insights about the distribution
of biomarkers over the RNA transcripts.

Another modification of adenosine, N1-methyladenosine
(m1A), was also used to evaluate the effects of Geo2vec
based on human m1A data generated from four different
technologies (Supplementary Table S4). Consistent with
our results on m6A, geographic encoding also substantially
improved m1A prediction. While the re-trained sequence-
based DeepPromise model for m1A achieved an AUC of
0.750, the CNN model based on ChunkTX encoding alone
has obtained a very similar performance with an AUC of
0.748. By incorporating both geographic and sequence in-
formation, the GepSe model achieved an AUC of 0.842.
The performance can be further improved by isoform-aware
modeling of i-GepSe with an AUC of 0.855 (Supplemen-
tary Table S12). Being applicable to another RNA modifi-
cation suggests the general usability of the new proposed

geographic encoding schemes of transcripts, making it a
powerful complement to the widely used sequence encod-
ings in artificial intelligence applications concerning RNA
transcripts by taking advantage of the widely available tran-
script annotations.

To best share the newly constructed Geo2vec descriptors,
an R package and a web server were built to support local
and online geographic feature extraction based on UCSC
databases or Ensembl annotations. Our web server also sup-
ports m6A site prediction based on GepSe and i-GepSe with
minimal technical bias. In addition, the Python code used
to implement machine learning and deep learning models
is also open-sourced to help explore the use of transcript
descriptors.

It is worth noting that the designed transcript descrip-
tors so far cover only basic sub-regions (exon, intron, CDS,
5′UTR, and 3′UTR) and attributes (region type and width)
of RNA. Conceivably, transcript encoding schemes cover-
ing additional region types, such as alternative polyadeny-
lation sites and 5′ terminal caps, maybe more power-
ful. Geo2vec also has the potential to extend to other
biomolecules such as DNA, where both coding regions and
noncoding regions (e.g. promoter, enhancer, silencer, etc.)
can be considered. We will explore improved designs for
both general and task-specific applications in our future
work.

DATA AVAILABILITY

All data used in this study is already publicly available in the
GEO database and National Genomics Data Center. From
the GEO database, single-base resolution m6A can be col-
lected from GSE63753 and GSE71154. All accession num-
bers for tissue-specific m6A and m1A data can be found in
Supplementary Tables S3 and S4, respectively. All the data
is also available from the authors upon reasonable request.

The deep learning frameworks were implemented us-
ing Tensorflow 2.3.2, and the Python codes can be freely
accessed at https://github.com/daiyun02211/Geoplus. The
user-friendly Geo2vec R package developed for easy
access to our novel encoding schemes (landmarkTX,
gridTX and chunkTX) is publicly available at https://github.
com/daiyun02211/Geo2vec. The web server for technically
robust human m6A site prediction and extraction of all four
encodings based on common annotations can be assessed
from: https://www.xjtlu.edu.cn/biologicalsciences/geo2vec.
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Magalhães,J.P., Rigden,D.J. and Meng,J. (2021) Attention-based
multi-label neural networks for integrated prediction and
interpretation of twelve widely occurring RNA modifications. Nat.
Commun., 12, 4011.

44. Wang,C., Ju,Y., Zou,Q. and Lin,C. (2022) DeepAc4C: a
convolutional neural network model with hybrid features composed
of physicochemical patterns and distributed representation
information for identification of N4-acetylcytidine in mRNA.
Bioinformatics, 38, 52–57.

45. Huang,D., Song,B., Wei,J., Su,J., Coenen,F. and Meng,J. (2021)
Weakly supervised learning of RNA modifications from
low-resolution epitranscriptome data. Bioinformatics, 37, i222–i230.

46. He,X., Zhang,S., Zhang,Y., Lei,Z., Jiang,T. and Zeng,J. (2021)
Characterizing RNA pseudouridylation by convolutional neural
networks. Genomics Proteomics Bioinformatics, 19, 815–833.

47. Ao,C., Zou,Q. and Yu,L. (2022) NmRF: identification of
multispecies RNA 2’-O-methylation modification sites from RNA
sequences. Brief. Bioinform, 23, bbab480.

48. The Gene Ontology Consortium (2019) The gene ontology resource:
20 years and still GOing strong. Nucleic Acids Res., 47, D330–D338.

49. Senior,A.W., Evans,R., Jumper,J., Kirkpatrick,J., Sifre,L., Green,T.,
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